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We experimentally demonstrate the effects of read distur-
bance (RowHammer and RowPress) and uncover the inner
workings of undocumented read disturbance defense mech-
anisms in High Bandwidth Memory (HBM). Detailed char-
acterization of six real HBM2 DRAM chips in two different
FPGA boards shows that (1) the read disturbance vulnera-
bility significantly varies between different HBM2 chips and
between different components (e.g., 3D-stacked channels) in-
side a chip, (2) DRAM rows at the end and in the middle
of a bank are more resilient to read disturbance, (3) fewer
additional activations are sufficient to induce more read dis-
turbance bitflips in a DRAM row if the row exhibits the first
bitflip at a relatively high activation count, (4) a modern
HBM2 chip implements undocumented read disturbance de-
fenses that track potential aggressor rows based on how many
times they are activated. We describe how our findings could
be leveraged to develop more powerful read disturbance at-
tacks and more efficient defense mechanisms. We open source
all our code and data to facilitate future research at https:
//github.com/CMU-SAFARI/HBM-Read-Disturbance.

1. Introduction

Modern DRAM chips suffer from read disturbance is-
sues [1–4] that can be exploited to break memory isolation,
threatening the robustness (including safety, security, and re-
liability) of modern DRAM-based computing systems. Row-
Hammer [1] and RowPress [4] are two prominent examples of
read disturbance. Repeatedly opening/activating and closing a
DRAM row (i.e., aggressor row) many times (e.g., thousands
of times) induces RowHammer bitflips in physically nearby
rows (i.e., victim rows). Keeping the aggressor row open for a
long period of time (i.e., a large aggressor row on time, tAggON)
amplifies the effects of read disturbance and induces RowPress
bitflips, at much lower aggressor row activation counts [4].
Numerous studies demonstrate that a malicious attacker can
reliably cause read disturbance bitflips in a targeted manner
to compromise system integrity, confidentiality, and availabil-
ity [1, 5–67]. Read disturbance worsens in new DRAM chips
with smaller technology nodes, where RowHammer bitflips
1) happen with fewer row activations, e.g., 10× reduction in
less than a decade [68] and 2) appear in more DRAM cells,
compared to old DRAM chips [3, 27, 35, 38, 68–71].

To meet the high-bandwidth requirements of modern data-
intensive applications (e.g., GPU workloads [72, 73], machine
learning training and inference models [74–76]), DRAM de-
signers develop High Bandwidth Memory (HBM) [77] DRAM
chips, which contain multiple layers of 3D-stacked DRAM dies,

using cutting-edge technology nodes.1 It is important to under-
stand read disturbance in HBM DRAM chips because 1) they
have new architectural characteristics (e.g., multiple layers of
DRAM dies, area- and energy-intensive through-silicon vias),
which might affect the chip’s read disturbance vulnerability in
currently-unknown ways, and 2) they are extensively used in
critical system infrastructures of today (e.g., machine learning
training and inference [74, 78–82]). Such understanding can
help identify potential read-disturbance-induced security and
reliability issues in HBM-based systems and allow for effective
and efficient defense mechanisms.

Our goal is to experimentally analyze how vulnerable HBM
DRAM chips are to read disturbance. To this end, we provide
the first detailed experimental characterization of the RowHam-
mer and the RowPress vulnerabilities in six modern HBM2
DRAM chips in two different FPGA boards. We provide four
main analyses in our study. First, we analyze the spatial varia-
tion in RowHammer vulnerability (§ 4) based on the physical
location of victim rows in terms of two metrics: the fraction of
DRAM cells that experience a bitflip in a DRAM row (BER)
and the minimum hammer count necessary to cause a Row-
Hammer bitflip (HCf irst ). We use these two metrics to quantify
the RowHammer susceptibility of a DRAM row. For example,
a row with a small BER value is susceptible to only a small
number of RowHammer-induced bitflips. As such, this row is
more RowHammer-resilient than other DRAM rows with higher
BER values. Second, we analyze the number of aggressor row
activations (i.e., hammer count) necessary to induce the first
10 bitflips in a DRAM row (§ 5). We demonstrate how many
additional hammers over HCf irst are needed to induce each of
the first 10 bitflips. Third, we test RowPress and RowHammer’s
sensitivities to the amount of time a row remains active, i.e.,
the aggressor row on time (tAggON) (§ 6). To do so, we sweep
tAggON from the minimum standard value of 29.0 ns to an ex-
treme 16.0 ms. Fourth, we investigate undocumented in-DRAM
read disturbance defense mechanisms that are triggered by peri-
odic refresh operations (e.g., Target Row Refresh [38, 44, 83],
or TRR for short) in an HBM2 chip (§ 7).2 We summarize the
key observations from our four main analyses.

1) Spatial variation in RowHammer (§ 4). First, DRAM
rows near the end and in the middle of a DRAM bank (last
and middle 832 rows) exhibit substantially smaller BER than
other DRAM rows. Second, RowHammer BER and HCf irst

1We use “chip” to refer to an HBM2 stack. An HBM2 stack contains one or

multiple DRAM layers. We refer to each such layer using “DRAM die”.
2The HBM2 standard specifies a Target Row Refresh (TRR) Mode. To

enable TRR Mode, the memory controller issues a well-defined series of com-

mands. We investigate undocumented TRR mechanisms that function even

when the DRAM chip is not in TRR mode.
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vary between DRAM chips. For example, the chip-level mean
BER and minimum HCf irst differ by up to 0.49 percentage
points (pp) and 3556, respectively. Third, different 3D-stacked
channels of an HBM2 chip exhibit significantly different levels
of RowHammer vulnerability in BER (e.g., the channel with
the highest mean BER has 1.99× the mean BER of the channel
with the lowest mean BER) and HCf irst . Fourth, the mean BER
variation across channels in multiple HBM2 chips is larger than
the mean BER variation across all HBM2 chips, for all tested
data patterns (Table 1). For example, the channel with the
highest mean BER across all its rows in Chip 4 has 0.88 pp
higher BER than the channel with that of smallest and the chip
with the highest BER across all its rows has 0.38 pp higher BER
than the chip with that of smallest.

2) RowHammer’s Sensitivity to Hammer Count (§ 5). We
show that the hammer count to induce more than one or more
additional RowHammer bitflips (up to 10) in a row can be very
close to (1.15× larger than) or very far from (5.22× larger
than) the hammer count to induce the first RowHammer bitflip
depending on the DRAM row. We find that, in general, it takes
fewer additional hammer counts (over HCf irst ) to induce up to
10 RowHammer bitflips in a DRAM row that has a large HCf irst
compared to a DRAM row that has a small HCf irst .

3) RowHammer’s and RowPress’s Sensitivities to
tAggON (§ 6). We observe that as the time an aggressor row
remains open (tAggON) increases, DRAM cells become more
vulnerable to read disturbance. For example, the HCf irst of a
row at a tAggON of 35.1 μs (the maximum allowed time to keep
a row open [77]) is 222.57× smaller than the HCf irst of the row
at a tAggON of 29.0 ns, averaged across all tested DRAM rows.
We observe that only one DRAM row activation is sufficient to
induce RowPress bitflips at an extreme tAggON of 16 ms.

4) In-DRAM RowHammer defenses (§ 7). We uncover that
an HBM2 DRAM chip implements an in-DRAM RowHammer
defense mechanism that is not disclosed in the HBM2 spec-
ification [77]. The undocumented target row refresh (TRR)
mechanism identifies as aggressor rows i) the first row that gets
activated after a TRR operation (a victim row refresh) and ii)
the row whose activation count exceeds half the number of total
row activations within a refresh interval. We experimentally
demonstrate that an attacker could practically and reliably de-
feat this undocumented TRR mechanism in real HBM2 DRAM
chips by leveraging our observations.

We highlight three of the six key implications of our obser-
vations for future read disturbance attacks and defenses (§ 8):
1) the maximum BER (247 bitflips in a row of 8192 bits) is
likely sufficient for conducting practical attacks (e.g., privilege
escalation) in modern HBM-based systems, 2) a read distur-
bance attack could find exploitable bitflips faster by targeting the
most-read-disturbance-vulnerable HBM2 channels, and 3) read
disturbance defense mechanisms could more efficiently prevent
read-disturb bitflips by adapting to the heterogeneous distri-
bution of the RowHammer and RowPress vulnerability across
channels and subarrays.

We make the following contributions:

• We present the first detailed experimental characterization of
read disturbance (RowHammer and RowPress) in six state-

of-the-art HBM2 DRAM chips. We show that all of the
tested HBM2 DRAM chips are susceptible to read disturbance
bitflips.

• We show that the RowHammer and RowPress vulnerability
in HBM2 varies significantly across chips and HBM2 com-
ponents within each chip (e.g., 3D-stacked channels, pseudo
channels, banks, and rows).

• We present the first analysis on hammer count to induce up
to 10 bitflips in a DRAM row. We show that a DRAM row
with a large hammer count to induce the first bitflip is likely
to require fewer additional hammer counts to exhibit the next
9 bitflips.

• We characterize the RowPress vulnerability in six HBM2
chips. Keeping the aggressor row open for the maximum
allowed time reduces the activation count to induce a bitflip by
three orders of magnitude on average across all tested chips.
We show that all chips exhibit bitflips when the aggressor
row is activated only once and kept open for a very long time
(16 ms).

• We uncover the inner workings of an undocumented in-HBM-
chip read disturbance defense mechanism. We analyze this
defense mechanism and craft a specialized RowHammer ac-
cess pattern that bypasses the defense.

• We open-source all our infrastructure [84], test programs,
and raw data to enable 1) reproduction and replication of our
results, and 2) further research on read disturbance in HBM
chips.

2. Background & Motivation
We describe the necessary background on HBM2 organi-

zation and operation, and motivate read disturbance and its
implications for real HBM2 systems.

2.1. HBM2 Organization
Fig. 1 shows the organization of an HBM2 DRAM chip [85]

used in an FPGA-based system. The memory controller commu-
nicates with multiple stacks of HBM using the HBM2 interface
(�). An HBM2 stack contains multiple DRAM dies stacked
on top of the buffer die and connected using through-silicon
vias (TSVs) (�). Each HBM2 die comprises one or multiple
HBM2 channels that can operate independently (�). An HBM2
channel contains multiple pseudo channels and each pseudo
channel has multiple banks (�). A DRAM bank comprises
multiple DRAM cells that are laid in a two-dimensional array
of rows and columns (�). DRAM cells are typically partitioned
into multiple DRAM subarrays [86–88] (not shown in the fig-
ure) that each contain a row buffer. When enabled, a wordline
connects a DRAM cell to its bitline, copying the data stored in
the DRAM cell to the row buffer.

�������	
�

��������	
�
����
�����	���

����
����

��������

��
�
��
��
��
��

����������
�����
���

�����
�

�
��
�
�����
	���

����
����

����
����

����
����

����
����

����
����

����
����

����
����

�����
��	����

���������	����

��������

��������

�	

������

������ ������

����

�������
��	
������

����
�������������
�����������	
�

�

� �
�

�

Figure 1: HBM2 DRAM system organization
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2.2. HBM2 Operation
To access a DRAM chip, the memory controller needs to

issue the following sequence of commands. First, the controller
issues an activate (ACT) command targeting a DRAM row to
access a DRAM cell. The row decoder enables the row’s word-
line, copying the data in the row to the row buffer. Second,
to read from or write to a particular column in that row, a RD
or WR command needs to be issued. Finally, when accesses
to the open row are complete, the memory controller issues a
precharge (PRE) command, which disables the enabled word-
line so that the memory controller can later access a different
cell in another DRAM row.

To maintain reliable DRAM operation, the memory controller
must obey manufacturer-recommended, standard timing param-
eters. These timing parameters ensure that the DRAM circuitry
has enough time to execute the operations dictated by DRAM
commands. Two relevant timing parameters for our study are
charge restoration latency (tRAS) and refresh interval (tREFI).
First, tRAS, the minimum time that a row should remain active
before a PRE command is sent to the row’s bank. tRAS guaran-
tees that DRAM sense amplifiers have enough time to restore
charge in cells of the open row before the row is closed. Second,
tREFI , the periodic interval at which a refresh cycle is required.
Since a DRAM cell stores data as charge in its capacitor and the
capacitor naturally loses charge over time, the capacitor must
be periodically refreshed to prevent data corruption. Conse-
quently, the memory controller should issue a REF command
on average every 3.9 μs [77] (tREFI), such that every DRAM cell
is refreshed once at a fixed refresh window (e.g., 32 ms). The
memory controller may delay a REF command up to 35.1 μs
(9∗ tREFI). However, any such large delay must be compensated
by multiple smaller delays between successive REF commands
following the large delay.

2.3. Motivation
Read-disturb phenomena (e.g., RowHammer [1] and Row-

Press [4]) break the fundamental building block of modern
system security principles, i.e., memory isolation. This prop-
erty allows read-disturb phenomena to be used in system-level
attacks that compromise system integrity, confidentiality, and
availability in various real computing systems, as many prior
works have shown [1, 5–67]. Therefore, it is critical to under-
stand the properties of the RowHammer and RowPress vul-
nerabilities to design defense mechanisms and protect modern
DRAM chips against read-disturbance-based attacks. Unfor-
tunately, no prior work extensively studies the RowHammer
and RowPress vulnerabilities of modern HBM chips. To this
end, our goal is to experimentally evaluate and understand the
RowHammer and RowPress vulnerabilities in real HBM chips.
To achieve this goal, we perform a rigorous experimental char-
acterization study of read disturbance on six HBM2 chips in
two different types of integrated circuit packages.

3. Experimental Infrastructure
We use a modified version of the DRAM Bender testing

infrastructure [89, 90]. This infrastructure allows us to pre-
cisely control the HBM2 command timings at the granularity of
1.67 ns (i.e., the HBM2 interface clock speed is 600 MHz). All

tested HBM2 chips have i) 8 channels, ii) 2 pseudo channels,
iii) 16 banks, iv) 16384 rows, and v) 1 KiB rows.

Testing setup. Fig. 2 shows one of our six testing setups. We
conduct experiments using one Bittware XUPVVH [91] (1) and
five AMD Xilinx Alveo U50 FPGA boards [92] (not shown
in Fig. 2). We use the heating pad (2) and the cooling fan (3) to
increase and reduce the temperature of the HBM2 chip, respec-
tively. The Arduino [93] temperature controller (4) communi-
cates with i) the host machine to retrieve a target temperature
and ii) the FPGA board to retrieve the HBM2 chip’s tempera-
ture. A host machine executes the test programs described in
§ 3.1 on the FPGA board using the PCIe connection (5).

(3) Cooling Fan  

(1) FPGA Board
with HBM2

(2) Heating Pad

 

(4) Temperature
 Controller

 (5) PCIe 
Host Interface

Figure 2: FPGA-based HBM2 DRAM tester.

3.1. Testing Methodology
Disabling Sources of Interference. We identify four sources
that can interfere with our characterization results: 1) periodic
refresh [77], 2) on-die read disturbance defense mechanisms
(e.g., TRR [38,44,83]), 3) data retention failures [94,95], and 4)
ECC [77]. First, we do not issue periodic refresh commands in
our experiments. Second, disabling periodic refresh disables all
known on-die read disturbance defense mechanisms [44,68–70].
Third, we ensure that our experiments finish within the 32 ms
refresh interval where manufacturers guarantee no retention
errors will occur [77]. Fourth, we disable ECC by setting the
corresponding HBM2 mode register bit to zero [77].

RowHammer and RowPress Access Pattern. We use the
double-sided read disturbance access pattern [1, 14, 68, 70],
which alternately activates each aggressor row. We record the
bitflips observed in the sandwiched victim row (i.e., the row
between two aggressor rows).

Logical-to-Physical Row Mapping. DRAM manufacturers
use mapping schemes to translate logical (memory-controller-
visible) addresses to physical row addresses [1, 9, 28, 39, 70, 94,
96–105]. To identify aggressor rows that are physically adjacent
to a victim row, we reverse-engineer the row mapping scheme
following the methodology described in prior work [70].

RowHammer and RowPress Test Parameters. We configure
our tests by tuning three parameters: 1) Hammer count: We
define the hammer count of a double-sided read disturbance
access pattern as the number of activations each aggressor row
receives. Therefore, during a double-sided RowHammer or a
RowPress test with a hammer count of 10, we activate each
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Figure 3: Tested HBM2 chips’ temperature over time (24 hours). We draw temperature measurements taken every 5 seconds over a 24
hour time window.
of the two aggressor rows 10 times, resulting in a total of 20
row activations. 2) tAggON : The time each aggressor row stays
on with each activation during a RowHammer or a RowPress
test. 3) Data pattern: We use the four data patterns (Table 1)
that are widely used in memory reliability testing [106] and by
prior work on DRAM characterization (e.g., [1, 4, 68, 70, 107]).
For each DRAM row, we define WCDP as the data pattern
that causes the smallest HCf irst . When multiple data patterns
cause the same HCf irst , we select WCDP as the data pattern
that causes the largest BER at hammer count = 256K.

Table 1: Data patterns used in our experiments
Row Addresses Rowstripe0 Rowstripe1 Checkered0 Checkered1

Victim (V) 0x00 0xFF 0x55 0xAA

Aggressors (V ± 1) 0xFF 0x00 0xAA 0x55

V ± [2:8] 0x00 0xFF 0x55 0xAA

Read Disturbance Vulnerability Metrics. We measure the
read disturbance vulnerability based on two metrics: 1) HCf irst
and 2) BER as defined in § 1.

Tested DRAM Components. To maintain a reasonable ex-
periment time, the number of DRAM components (channels,
pseudo channels, banks, and rows) we test varies depending
on the experiment type. Table 2 summarizes the number of
components tested for each experiment type.

Table 2: Tested DRAM components for each experiment type
Experiment Type Rows (Per Bank) Banks Pseudo Channels Channels
RowHammer BER 16384 1 1 8

RowHammer HCf irst 3072 3 2 8

RowPress BER 384 1 1 3

RowPress HCf irst 384 1 1 3

Experiment Repetitions. We repeat every experiment five
times. We report 1) the average value across five repetitions
for BER experiments and 2) the minimum value across five
repetitions for HCf irst experiments.

HBM2 Chip Labeling. We label the XUPVVH board’s HBM2
chip as Chip 0 and the five U50 boards’ HBM2 chips as Chip 1,
2, 3, 4, and 5.

Estimated ages of the tested HBM2 chips. We do not know
the precise model information details (including the manufac-
turing date) of the HBM2 chips we test, as the manufacturer
does not disclose the specifications for the HBM2 chips in their
products [108] and as our custom memory controller does not
yet support accessing this information from the mode status
registers of the HBM2 chip. We estimate the ages of the tested
HBM2 chips based on the dates that we acquired them: Chip0
was 2 years and 9 months, Chip1 was 8 months, and Chip2-5
were 3 months old when we started our experiments.

Temperature Control. We use the temperature controller setup
shown in Fig. 2 for Chip 0 and set the target temperature for
this chip to 82 ◦C. Fig. 3 shows how the temperature of each

chip varies during 24 hours based on measurements taken every
5 seconds. Even though we do not have the same tempera-
ture controller setups for the six chips, we observe that their
temperature is stable.3

4. Spatial Variation in RowHammer
We provide the first detailed spatial variation analysis of

RowHammer across channels, pseudo channels, banks, and
rows in six HBM2 chips.

4.1. RowHammer Across Chips
Fig. 4 shows the distribution of BER (y-axis) across all tested

DRAM rows for each tested data pattern (x-axis) in all tested
chips (color-coded). A higher BER indicates worse RowHam-
mer vulnerability as more DRAM cells in a row exhibit Row-
Hammer bitflips.

Figure 4: BER across different HBM2 chips. Error bars show the
range of BER across all tested rows in each chip.

Obsv. 1. There are RowHammer bitflips in all tested DRAM
rows in all chips. RowHammer BER varies across chips.

For example, the BER for a DRAM row in Chip 0 can reach
up to 3.02% (i.e., 3.02% of all cells in a DRAM row exhibit
RowHammer bitflips) and the mean BER across all DRAM
rows in Chip 0 is 1.04%. In Chip 5, the highest BER for a
DRAM row is 1.82% and the mean BER across all DRAM
rows is 0.66%. We observe the most significant difference in
mean BER across all rows in a chip between Chip 0 (1.28%)
and Chip 5 (0.80%) as 0.49 percentage points (pp) for the worst
case data pattern (WCDP, see § 3.1).

Obsv. 2. Data pattern affects RowHammer BER.
As an example, the Checkered0 and Checkered1 data pat-

terns result in substantially higher mean BER across rows for
every DRAM chip compared to the Rowstripe0 and Rowstripe1
data patterns. The mean BER across all tested DRAM rows
(across all chips) is 0.76% and 0.67% for Checkered0/1 and
Rowstripe0/1 data patterns, respectively.

Fig. 5 shows the distribution of HCf irst (y-axis) across all
tested DRAM rows for each tested data pattern (x-axis). A
lower HCf irst indicates worse RowHammer vulnerability as

3We retrieve the temperature for these five chips from an in-HBM2-chip

temperature sensor using the IEEE 1500 test port [77].
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DRAM cells exhibit RowHammer bitflips with fewer aggressor
row activations (i.e., it takes a shorter time to induce the first
RowHammer bitflip in a row).

Figure 5: HCf irst across different chips. Error bars show the range
of HCf irst across all tested rows in each chip.

Obsv. 3. It takes only 14531 aggressor row activations to
induce a RowHammer bitflip.

The most RowHammer vulnerable DRAM row across all
tested rows has an HCf irst of 14531. Causing this bitflip in a
row in Chip 5 takes us 1.3 milliseconds.

Obsv. 4. HCf irst varies across chips and there are rows in
every chip that exhibit relatively small HCf irst values.

There is variation in HCf irst distributions between different
chips for the same data pattern. For example, the mean HCf irst
value for Chip 5 is 10.59% higher than the mean HCf irst value
for Chip 2 using the Rowstripe0 data pattern. The other tested
chips (Chips 0-4) display similar minimum HCf irst values. It
takes 18087, 16611, 15500, 17164, and 15500 aggressor row
activations to induce the first RowHammer bitflip in Chips 0-4,
respectively.

Takeaway 1. HBM2 chips exhibit different levels of Row-
Hammer vulnerability in terms of mean BER (up to 0.49
percentage points difference) and minimum HCf irst (up to
3556 difference).

4.2. RowHammer Across Channels
Fig. 6 shows the distribution of BER (y-axis) across different

DRAM rows for a given data pattern (x-axis) in a channel
(color-coded).

Obsv. 5. Each tested DRAM row across all tested HBM2 chan-
nels exhibits RowHammer bitflips. The worst-case data pattern
(WCDP) BER across all tested rows in all chips can reach
3.02% (i.e., 247 bitflips out of 8192 bits in a row).
Obsv. 6. BER varies across channels in a chip.

For example, in Chip 0, channels CH0 and CH7 exhibit sig-
nificantly higher BER than other channels. CH7 (where we
observe the highest mean BER) has 1.99× the BER of CH3
(where we observe the lowest mean BER) for WCDP. We ob-
serve that channels can be classified into groups of two based on
the number of bitflips they exhibit. We highlight these groups
using different shades of the same color in Fig. 6. For exam-
ple, channels CH3 and CH4 exhibit a similar BER distribution
across rows in every tested HBM2 chip. We hypothesize that
groups of channels are spread across different HBM2 DRAM
dies. The difference in BER across the groups of channels could
be due to process variation as a 3D-stacked chip is typically
constructed by stacking DRAM dies that pass functionality and
performance testing [109] (the difference in BER across groups

Figure 6: BER across different DRAM channels. Error bars show
the range of BER across rows in each channel.

of two channels is similar to how different DDR3/4 chips exhibit
different RowHammer characteristics [1, 68–70, 107, 110, 111]).

Obsv. 7. The distribution of BER across channels changes
from chip to chip.

The most RowHammer vulnerable channel (i.e., a channel
with the highest RowHammer BER) is not necessarily the same
across every chip. For example, channels CH0 and CH7 have
the highest average BER in Chip 0, whereas channels CH3 and
CH4 have the highest average BER in Chip 1 for WCDP. We
hypothesize that this difference could be due to the effects of
process variation across HBM2 chips and dies inside chips.

Obsv. 8. The mean BER across all rows in each channel has
a wider distribution than the mean BER across all rows in each
chip.

For example, the difference between the maximum and the
minimum mean BER across all rows in each channel in Chip
4 is 0.88 pp, whereas the difference between the maximum
and the minimum mean BER across all rows in each chip is
0.38 pp (see Fig. 6), for the Checkered0 data pattern. This
observation holds for all tested data patterns and chips except
Chip 5. Chip 5 has a smaller difference between the maximum
and the minimum mean BER across all rows in each channel
than the difference across all rows in each chip. Manufacturing
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process variation inherent to 3D die stacking process [109]
could explain this observation. 3D die stacking could alter
the RowHammer vulnerability characteristics (e.g., BER) of
DRAM dies that make up a chip stack. We hypothesize that this
alteration is made in a way that widens the BER distribution
across 3D-stacked dies in an HBM2 chip.

Fig. 7 shows the distribution of HCf irst (y-axis) across differ-
ent DRAM rows for a given data pattern (x-axis) in a channel
(color-coded).

Figure 7: HCf irst across different DRAM channels.

Obsv. 9. Different channels exhibit different HCf irst distribu-
tions. These distributions are affected by the data pattern.

For example, channels CH3 and CH4 in chip 1 contain more
rows with smaller HCf irst values than other channels. Because
these channels also exhibit more RowHammer bitflips than
other channels in chip 1 (see Fig. 6), we hypothesize that these
channels belong to the die with the worst RowHammer vulnera-
bility across all dies. The median HCf irst for Rowstripe0 and
Rowstripe1 in channel CH0 in chip 1 are 103905 and 75990,
respectively. Testing with different data patterns is necessary to
assess the RowHammer vulnerability of an HBM2 DRAM chip,
as no data pattern individually achieves the smallest HCf irst or
the highest BER (Fig. 6).

Takeaway 2. RowHammer BER and HCf irst vary between
different 3D-stacked channels in a chip and with the data
patterns in aggressor and victim rows. The mean BER across
all rows in each channel has a wider distribution than the
mean BER across all rows in each chip.

Fig. 8 shows the BER over each DRAM row in a bank when
we use the worst-case data pattern (WCDP) to initialize the
rows. Each color-coded BER curve represents the BER for
rows in three different channels. The shaded regions indicate
variable-sized subarray boundaries.4 For example, the green
highlighted subarray (SA X) comprises 832, and the blue high-
lighted subarray (SA Y) comprises 768 DRAM rows.

Figure 8: BER for different rows across a bank in different chan-
nels. Dashed vertical lines indicate subarray boundaries.

Obsv. 10. BER periodically increases and decreases across
DRAM rows.

This observation is consistent in each tested chip. BER is
higher in the middle of a subarray and lower towards either
end. We hypothesize that the increasing and decreasing pattern
results from the structure of the local DRAM array. For example,
the RowHammer vulnerability of a row could increase with the
row’s distance from the row buffer.

Obsv. 11. The last and the middle subarrays in a bank exhibit
relatively low BER.

The last and the middle subarrays in a bank (highlighted with
red color in Fig. 8), which contain the last and the middle 832
DRAM rows, exhibit significantly lower BER than the other
subarrays. We hypothesize that these subarrays exhibit smaller
BER due to the micro-architectural characteristics of the DRAM
bank. First, assuming that proximity to the shared I/O circuitry
on the DRAM die affects the RowHammer vulnerability of a

4We reverse engineer subarray boundaries by performing single-sided Row-

Hammer [1, 68] that induces bitflips in only one of the victim rows if the

aggressor row is at the edge of a subarray. We find that a subarray contains

either 832 (SA X in Fig. 8) or 768 (SA Y in Fig. 8) DRAM rows.
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subarray, the last and the middle subarrays might be placed near
this shared I/O circuitry [112]. Second, an edge subarray (a sub-
array at either edge of a bank) typically harbors different design
characteristics than other subarrays [113, 114]. Edge subarrays
(e.g., the last and the middle subarrays) in the tested chips could
exhibit a design characteristic that results in their DRAM word-
lines to be driven to a smaller wordline voltage (VPP) than other
subarrays’ wordlines’, which could explain the relatively low
BER values in the middle and last subarrays [69]. Third, the
tested data pattern may not be replicated in the same way in
edge subarrays due to inaccessible “dummy bitlines” [113] and
thus the data pattern in the last and middle subarrays could be
inducing a smaller read disturbance effect.

Takeaway 3. A subset of HBM2 rows (the middle and the
last 832 rows) are significantly more RowHammer resilient
than the other rows in an HBM2 channel.

4.3. RowHammer Across Banks and Pseudo Channels
To investigate the variation in the RowHammer vulnerability

across HBM2 banks and pseudo channels, we measure BER on
300 rows from 256 banks in chip 0.5 Fig. 9 compares different
banks’ BER distributions across channels (color) and pseudo
channels (marker style) in terms of the coefficient of variation
(CV)6 (x-axis) and mean BER (y-axis). We draw one marker
for each bank. At a high level, a marker close to the y-axis (e.g.,
the leftmost markers) indicates that the variation in BER across
rows in that bank is smaller. A marker close to the x-axis (e.g.,
the bottommost markers) suggests that the mean BER across
rows in that bank is smaller.

   Each point is a bank

Figure 9: BER variation across banks. Each bank is represented
by the average BER (y-axis) and the coefficient of variation in BER
(x-axis) across all rows within the bank.

Obsv. 12. RowHammer BER varies across banks and pseudo
channels. The BER variation across banks is dominated by
variation across channels.

For example, there is up to 0.23 pp difference in mean BER
across banks in channel 7. The markers follow a bimodal dis-
tribution (i.e., the markers are clustered around two points in
the plot). The two clusters indicate that 1) a bank with a higher
mean BER across its rows also has a smaller deviation (i.e.,
smaller coefficient of variation) from the average BER across
its rows and 2) a bank with a smaller mean BER across its rows
also has a larger deviation from the average BER across its rows.
Banks in different channels tend to have a larger BER difference
than banks in the same channel (Fig. 6), indicating that testing

5First, middle, and last 100 rows in each of the 256 banks spread across

eight channels and two pseudo channels.
6Coefficient of variation is the standard deviation of a distribution normal-

ized to the mean.

different channels is more important than testing different banks
or pseudo channels in providing a comprehensive understanding
of the RowHammer vulnerability in HBM2 DRAM chips.

Takeaway 4. RowHammer BER varies across pseudo chan-
nels and banks. This variation is less prominent than the
BER variation between channels.

4.4. The Effect of Aging
A DRAM row’s RowHammer vulnerability can change over

time. A rigorous characterization study on many HBM2 chips
over a large timespan is required to comprehensively demon-
strate the effects of aging. Due to time and space limitations,
we leave such a study for future work while presenting a pre-
liminary analysis using four HBM2 chips (Chips 2-5, which
have the same estimated age) as our best effort. We repeat our
BER experiments for 3072 rows in 3 channels after 7 months
of keeping the HBM2 chips powered on. Fig. 10 (left) shows
the distribution of a row’s BER after aging (New BER) over its
BER before aging (Old BER) for the Checkered1 data pattern.
Fig. 10 (right) shows the distribution of a row’s BER before
aging over its BER after aging. The left subplot shows only the
distribution for the rows whose BERs increase after aging and
the right subplot shows the distribution for the rest of the rows.
The x-axis is marked with percentiles ranging from P1 to P99.

Figure 10: Distribution of the deviation of BER after aging from
BER before aging across tested DRAM rows.

Obsv. 13. The BER of a DRAM row changes after aging. A
larger fraction of the tested DRAM rows have higher BER after
aging.

18713 and 17973 of the tested DRAM rows have a higher
New BER and a lower New BER, respectively (we omit 178
outlier rows from the figure). We observe similar distributions
for all tested HBM2 chips.

5. RowHammer’s Sensitivity to Hammer Count
We analyze the number of aggressor row activations (hammer

count) needed to induce up to 10 bitflips in a DRAM row. Our
HCf irst analysis (§ 4) already examined the hammer count to
induce one (the first) bitflip in a row. We use the same naming
convention used with HCf irst to refer to these 9 new hammer
counts that we determine in this analysis. For example, we call
the hammer count to induce the second bitflip HCsecond and
the tenth bitflip HCtenth. We report each of the 9 new hammer
counts as a value normalized to HCf irst . For example, if a row’s
HCf irst is 10 and its HCsecond normalized to HCf irst is 2, the
absolute HCsecond of the row is 20. We record the hammer
counts to induce up to 10 bitflips in 32 rows from each of the
beginning, middle, and end of one bank in two channels (that
exhibit the smallest HCf irst across all channels) in every HBM2
chip. Fig. 11 plots the distribution of all 10 hammer counts
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(x-axis) normalized to HCf irst (y-axis) for all tested DRAM
rows (1152 such rows across all chips).

Figure 11: Distribution of hammer counts (y-axis) to induce up
to 10 bitflips in a DRAM row (x-axis), normalized to the row’s
HCf irst .

Obsv. 14. Hammer count needed to induce up to 10 bitflips in
a row significantly varies between rows.

The hammer count to induce up to 10 bitflips in a row can
be as small as 1.15× and as large as 5.22× the HCf irst of the
DRAM row. Fewer than 2× HCf irst hammers are enough to
induce 10 bitflips in a DRAM row on average across all tested
DRAM rows. For example, an average DRAM row’s HCsecond ,
HCf ourth, HCeighth, and HCtenth are 1.19×, 1.41×, 1.66×, and
1.76× that of the row’s HCf irst for the Rowstripe1 data pattern.

Obsv. 15. The hammer counts to induce up to 10 bitflips are
moderately affected by data patterns.

For example, the difference between the largest (Rowstripe0)
and the smallest (Rowstripe1) mean normalized HCtenth is
12.59%. The variation in normalized hammer count across data
patterns resembles the variation in HCf irst across data patterns
(see Fig. 5).

Fig. 12 plots the additional hammer count (over HCf irst)

to induce the 10th bitflip (y-axis) for all tested DRAM rows
whose HCf irst values are depicted on the x-axis. We compute
the additional hammer count for a row as the row’s HCtenth −
HCf irst . Fig. 12 shows one subplot for each of the 6 tested
HBM2 chips.

Figure 12: Additional (over HCf irst , x-axis) hammer count needed
to induce the tenth bitflip (y-axis) for each tested DRAM row in
each tested chip (labeled Chip 0 to Chip 5 in the figure). We
plot a polynomial curve fit (orange curve) for each distribution
to highlight the decreasing additional hammer count trend with
increasing HCf irst .

Obsv. 16. It takes fewer additional hammer counts (over

HCf irst ) to induce the 10th RowHammer bitflip for a DRAM
row with a large HCf irst compared to a DRAM row with a small
HCf irst .

We observe that increasing HCf irst is correlated with decreas-

ing additional hammer count to induce the 10th bitflip. We com-
pute the Pearson correlation coefficient for each distribution to
quantify the correlation. We conclude that increasing HCf irst is
moderately correlated with decreasing additional hammer count
to induce the 10th bitflip, based on the weakest (−0.34) and
the strongest (−0.45) Pearson correlation we observe across
distributions for each chip (displayed on each subplot).

Takeaway 5. It can take fewer aggressor row activations to
induce multiple (e.g., 10) bitflips in a DRAM row if it takes
many activations to induce the first bitflip in the row.

Fig. 13 shows the distribution of the maximum change of
HCf irst from the minimum observed HCf irst for a DRAM row
over 50 experiment iterations using the Rowstripe0 data pattern.
The x-axis shows all tested rows (768 rows from channel 0
in every tested HBM2 chip), sorted by increasing maximum
change of HCf irst and marked with percentiles ranging from P1
to P99.7

Figure 13: Distribution of the maximum observed HCf irst over the
minimum observed HCf irst for a DRAM row across experiments,
across all tested 4608 DRAM rows for the Rowstripe0 data pattern.

We make two key observations. First, the HCf irst of a
DRAM row can significantly change from the minimum ob-
served HCf irst across experiment iterations (i.e., over time).
The greatest change that we observe for a row is 2.23× (the
row’s maximum observed HCf irst is 2.23× of its minimum
observed HCf irst). Second, the majority of rows experience
a small HCf irst change. For example, 90% of all tested rows
experience an HCf irst change smaller than 1.09×.

6. RowHammer and RowPress’s Sensitivities to
Aggressor Row On Time
With aggressive technology node scaling, DRAM suffers

from worsening read disturbance effects. One prominent ex-
ample of read disturbance in DRAM is RowHammer, which
we have already extensively characterized in our HBM2 chips.
We also investigate the characteristics of another widespread
read disturbance effect called RowPress, recently experimen-
tally demonstrated in real DDR4 chips [4]. RowPress is the
phenomenon that keeping an aggressor row open for a long

7To maintain a reasonable testing time, we investigate the maximum change

of HCf irst using one data pattern and 4608 DRAM rows. We leave the detailed

analysis of the maximum change of HCf irst that covers more data patterns,

HBM2 components (e.g., channels, pseudo channels, banks, rows), and access

patterns for future work.
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period of time (i.e., a large aggressor row on time, tAggON) in-
duces bitflips in physically nearby DRAM rows with orders of
magnitude smaller hammer counts compared to a traditional
RowHammer access pattern which keeps the aggressor row
open for a short period of time. We provide the first extensive
analysis of RowPress in six real HBM2 chips.

Fig. 14 depicts how BER (y-axis) varies with increasing
tAggON (x-axis) across the first, middle, and last 128 rows in one
DRAM bank for 8 channels when we use a hammer count of
150K (i.e., activate each aggressor row 150K times) and the
Checkered0 data pattern. We plot the results for four relatively
small (left subplots) and two relatively large (right subplots)
tAggON values. The minimum tAggON is the tRAS timing param-
eter [77, 85]. We choose two relatively large tAggON values of
interest as tREFI , the average interval between two successive
periodic refresh commands, and as 9∗ tREFI , the maximum in-
terval between two subsequent periodic refresh commands (i.e.,
the maximum time a row can remain open according to the
HBM2 standard) [77].8

tAggON in commodity systems. In general, the time a DRAM
row is kept open depends on two factors: 1) tREFI in the DRAM
specification, and 2) the memory request scheduling algorithm
implemented in the memory controller. For HBM2, the default
tREFI is 3.9μs. The memory controller in a commodity CPU
or a GPU may delay up to 8 periodic refresh commands and
thereby keep a row open for as long as 9*tREFI (35.1μs). The
memory request scheduling algorithm is typically not disclosed
by system manufacturers. However, it is reasonable to assume
that a high-performance scheduling algorithm implemented in
a commodity CPU or GPU’s memory controller would keep
a DRAM row open at least for as long as required to serve a
regular memory access pattern that “streams” through a row
(i.e., accesses every cache line in the row one by one) [115–
118], to exploit row buffer locality and thus maximize memory
throughput. We estimate the time it takes to stream through
a row as 128.0ns (32*tCCD_L) based on the HBM2 timing
parameter values depicted in [85].

Obsv. 17. RowPress BER in each chip consistently increases
with tAggON in all tested channels.

The average BER across every channel in every chip is 0.08%,
0.24%, 0.40%, 0.73%, 31.00%, and 50.35% at tAggON of 29.0 ns,
58.0 ns, 87.0 ns, 116.0 ns, 3.9 μs, and 35.1 μs, respectively.

Obsv. 18. Channels with high BER at low tAggON values tend
to have high BER also at high tAggON values.

For example, CH 1 in Chip 3 has the highest mean BER
across all tested tAggON values. We observe that all BER values
converge to around 50% for the tAggON of 35.1 μs across all
tested channels. We hypothesize that this is due to the combined
effect of 1) the data pattern that we use which initializes a
victim DRAM row with alternating logic-1 and logic-0 (i.e.,

8tAggON values above 116.0 ns combined with the 150K hammer count

results in experiment times that are longer than the 32 ms refresh window

(e.g., 150K hammers at tAggON = 35.1μs takes 10.53 seconds), where DRAM

cells can exhibit retention failures. Because we want to analyze only the read

disturbance bitflips, we remove bitflips that are caused by retention failures

(0.109% of all bitflips we observe) from the set of bitflips we observe at every

such tAggON . We omit the details of our retention failure characterization

methodology due to page limits.

Figure 14: BER with increasing tAggON .

10101010...) and 2) RowPress causing bitflips from logic-1
to logic-0 more frequently than from logic-0 to logic-1 (as
demonstrated in [4] for a wide variety of DDR4 chips).

Fig. 15 depicts how the HCf irst values (y-axis) across 384
tested DRAM rows in a channel change with increasing tAggON
(x-axis) for 3 channels when we use the Checkered0 data pat-
tern. From left to right, 1) the default tRAS value (29.0 ns), 2)
tREFI , the average time interval between two successive periodic
refresh commands, 3) 9∗ tREFI , the maximum time a row can
remain open according to the HBM2 specification, and 4) half
the refresh window (tREFW ) [77] (such that each aggressor row
can be activated once in a tREFW ). Fig. 15 shows one subplot for
every tested HBM2 chip. The grey boxes indicate the number
of rows we show in each subplot. We only show rows for which
we observe the first read-disturb bitflip in a refresh window (un-
der 32 ms) at every tested tAggON value. We display the results
for four tAggON values on the x-axis.

Obsv. 19. As the aggressor row remains open longer (i.e., as
tAggON increases), DRAM rows experience bitflips at smaller
hammer counts.

This observation is consistent across the three tested HBM2
channels. The average (minimum) HCf irst values across all
chips are 83689 (29183), 1519 (335), 376 (123), and 1 (1), for
the four tested tAggON values, respectively.

Takeaway 6. The read disturbance vulnerability of tested
HBM2 chips worsens (i.e., BER increases and HCf irst re-
duces) with increasing tAggON .

Our observations are in line with prior works that investigate
the effects of tAggON in real DDR4 chips [4, 70].
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Figure 15: HCf irst with increasing tAggON .

7. In-DRAM RowHammer Defenses
To prevent RowHammer bitflips, DRAM manufacturers

equip their chips with a mitigation mechanism broadly referred
to as Target Row Refresh (TRR) [38, 44, 83]. Unfortunately,
manufacturers do not disclose the operational principles or im-
plementations of proprietary TRR versions (e.g., in DDR4).
At a high level, TRR 1) identifies potential aggressor rows as
the memory controller issues activate commands to the DRAM
chip and 2) preventively refreshes their victim rows when the
memory controller issues a periodic REF command [38, 44].

We demonstrate that a tested HBM2 chip (Chip 0) imple-
ments a form of proprietary TRR (similar to the ones used
in DDR4).2 We analyze the TRR mechanism and craft a spe-
cialized access pattern that bypasses the TRR mechanism and
induces RowHammer bitflips.9

Methodology. We use U-TRR’s [44] methodology to uncover
the proprietary TRR mechanism. The key idea of this methodol-
ogy is to use retention failures as a side channel to infer whether
or not TRR refreshes a DRAM row. Our analysis consists of
two steps. First, we identify multiple DRAM rows with similar
retention times (e.g., two rows that can correctly retain data

9We note that the profiling required to perform system-level RowHammer

attacks [1, 5–67] is not as extensive as what we do in this work and can be done

using user-level programs, as shown in various works (e.g., [38, 43, 45]).

when they are not refreshed for the same amount of time) by
profiling DRAM rows for their retention times. We test all
of the DRAM rows in bank 0 for retention failures starting
with a retention time of 64 ms with increments of 64 ms. We
deem a row to have a retention time of T if any of the DRAM
cells in the row exhibit a bitflip at a retention time of T. We
find the smallest T that causes at least one retention bitflip for
each tested row. Second, to understand if the TRR mechanism
samples an aggressor row, we execute a four-step process: 1)
We initialize DRAM rows that have a retention time of T (we
call these rows side-channel rows) and wait for T/2 without
refreshing these rows. 2) We activate each of the DRAM rows
adjacent to the side-channel rows once. We hypothesize that
the TRR mechanism samples an activation to an adjacent row
as an aggressor row activation. 3) We issue a REF command to
trigger the TRR mechanism. If the TRR mechanism samples
any of the activated adjacent rows in step 2, we expect the TRR
mechanism to refresh the side-channel rows. 4) We wait for
T/2, read the data in the side-channel rows and check for any re-
tention bitflips. The side-channel rows exhibit retention bitflips
only if they are not refreshed by the TRR mechanism. We use
this information to understand how the TRR mechanism works.

We repeat our experiment with various carefully crafted Row-
Hammer access patterns to understand how the TRR mechanism
tracks the aggressor rows.

Obsv. 20. Every 17th REF command can perform a TRR vic-
tim row refresh (i.e., every 17th REF command is TRR-capable).
Obsv. 21. The TRR mechanism refreshes both of the adjacent

rows of an aggressor row.
If TRR identifies row R as an aggressor row, it refreshes rows

R+1 and R-1. Obs. 20 & 21 resemble the TRR mechanism
employed in real DDR4 chips from Vendor C in U-TRR [44].

Obsv. 22. The first row that gets activated after a TRR-
capable REF is always identified as an aggressor row by the
TRR mechanism.
Obsv. 23. The TRR mechanism records the activation count

of activated rows and uses this record to identify if a row is an
aggressor row.

Between two REF commands, if a row is activated more
than half the total activation count, TRR identifies that row
as an aggressor row. For example, if we issue 10 activations
between two REF commands, the row that receives the first
ACT command and the row that receives 5 ACT commands are
identified by the TRR mechanism. We compare our findings on
the HBM2 chip’s TRR mechanism to U-TRR’s findings [44] in
DDR4 chips. U-TRR does not make similar observations to Ob-
servations 22 and 23. Thus, the HBM2 chip likely implements
a previously-unknown type of TRR.

Takeaway 7. An HBM2 chip implements a proprietary
TRR mechanism that tracks aggressor rows and proactively
refreshes their victim rows.

Bypassing the proprietary TRR mechanism. Based on our
observations, we craft a specialized access pattern that bypasses
the TRR mechanism and causes RowHammer bitflips. We cal-
culate the total activation count budget (i.e., the maximum num-
ber of ACT commands that the memory controller can issue)
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between two REF commands as �(tREFI − tRFC)/tRC� =
78 [77, 85] for the tested HBM2 chip and fully utilize the ac-
tivation count budget in our access pattern. The key idea of
this access pattern is to trick TRR into not identifying a real
aggressor row by repeatedly accessing multiple dummy rows
many times. The access pattern 1) activates dummy rows (we
vary the number of dummy rows and the activation count of the
dummy rows) and 2) performs double-sided RowHammer using
two real aggressor rows. We create this access pattern such that
the number of real aggressor activations does not exceed half of
the total activation count budget. We repeat the access pattern
8205∗2 times (i.e., approximately for two tREFW, 64 ms) for
each DRAM row in a bank so that we activate aggressor rows
as many times as possible before each DRAM cell is refreshed.

We test all rows in a bank of the HBM2 chip using this access
pattern while obeying manufacturer-recommended timing pa-
rameters (e.g., we issue a REF command every tREFI, 3.9μs).
Fig. 16 shows the distribution of BER for different numbers of
dummy rows (x-axis) and aggressor activation counts (different
boxes). Since we have a total activation count budget of 78 and
we utilize the whole budget for aggressor row and dummy row
activations, the number of dummy row activations varies be-
tween boxes displayed on the plot. For example, for 4 dummy
rows and an aggressor activation count of 18 (leftmost box
in Fig. 16), each dummy row is activated �(78−18∗2)/4�= 10
times.

Figure 16: RowHammer BER distribution across all tested rows
for the specialized access pattern with different number of dummy
rows (x-axis) and different aggressor row activation counts (differ-
ent colored boxes).

We make four key observations from Fig. 16. First, our
specialized access patterns can induce RowHammer errors with
a reasonably high BER. Second, the access pattern needs to
activate at least 4 dummy rows to bypass the TRR mechanism
(i.e., BER is 0 for x = 1, 2, and 3). Third, the number of dummy
rows does not significantly affect the distribution of the bit error
rate. For example, the mean bit error rate varies by 0.003 pp
between the largest (4 dummy rows) and the smallest (7 dummy
rows) value at an aggressor activation count of 34. Fourth, the
number of bitflips per row increases as the aggressor activation
count increases. For example, the mean bit error rate increases
by 2.79×, 6.72×, and 10.28× as the aggressor activation count
increases from 18 to 24, 30, and 34, respectively, when the
number of dummy rows is 8.

Takeaway 8. A specialized access pattern that bypasses the
undocumented TRR mechanism in HBM2 chips can induce
many RowHammer bitflips.

8. Implications on Future Read Disturbance At-
tacks and Defenses

We describe and analyze the important implications of our
observations on future read disturbance attacks and defenses.

8.1. Read Disturbance Attacks
Observation 5 and Takeaways 2, 6, and 7 have the following

four implications for future read disturbance attacks on HBM2
chips. First, the maximum BER (247 bitflips in a row of 8192
bits) we observe across tested chips exceeds the correction
capabilities of widely used error correcting codes (ECC), such
as SECDED [119–122] which can detect two bitflips and correct
one bitflip in a codeword (Observation 5).10 247 bitflips in a
row are already sufficient to induce uncorrectable bitflips in
multiple 64-bit words in the same DRAM row (by pigeonhole
principle) and are likely to induce undetectable bitflips in at
least one 64-bit word.
Analysis of the effectiveness of ECC. We investigate the dis-
tribution of word-level RowHammer bitflips (i.e., bitflips that
occur in all non-overlapping consecutive 64 bits) in Chip 4.
Fig. 17 plots the number of words that exhibit at least one bit-
flip (out of all 18M tested words) on the y-axis over 1, 2, ...,
and more than 7 bitflips in a word depicted on the x-axis for
different data patterns (different bars). The word counts across
clusters of bars are non-overlapping; for example, the middle
cluster depicts the number of words with exactly two bitflips.

Figure 17: Number of words (y-axis) that exhibit 1, 2, ..., and more
than 7 bitflips (x-axis) in Chip 4.

We make two observations. First, the number of unique
words with more than two bitflips is large. We observe 974’935
words with more than two bitflips when we use the Checkered0
data pattern. These bitflips would not be detected by SECDED
ECC. Second, most words with at least one bitflip actually have
more than one bitflip. In other words, if RowHammer bitflips
can be induced in a word, it is very likely that more than one bit
location in the word will experience errors. Simple SECDED
ECC cannot correct such bitflips.

We find that an HBM word can have 16 bitflips (not shown
in the figure) in Chip 4. A (7,4) Hamming code [126] could

10Single symbol correcting codes (e.g., Chipkill) [123–125] are widely used

in DDRx server systems. A prior work [121] proposes implementing a Chipkill-

like scheme for HBM3 where 1) the HBM3 chip is carefully architected to

ensure a hard fault in a DRAM component manifests as errors only within an

isolation boundary (e.g., 16 consecutive bits), 2) a single symbol correcting

code is used where each symbol corresponds to an isolation boundary. Such

a scheme alone is likely not a good read disturbance countermeasure as read

disturbance errors typically appear in multiple isolation boundaries.
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correct such bitflips at very large DRAM storage overheads
(75%, 3 parity bits for every 4 data bits). Thus, relying on ECC
alone to prevent RowHammer bitflips in HBM2 is a very ex-
pensive solution. The bitflip distributions indicate that attackers
could exploit RowHammer bitflips to escalate privilege and leak
security-critical and secret data in HBM2 chips, similarly to
real RowHammer attacks on DDR4-based computing systems.
Even if an HBM2 chip is highly RowHammer resilient (i.e.,
has small mean BER across its rows), malicious parties could
exploit RowHammer bitflips to practically increase the rate of
correctable or detectable bitflips. This could reduce the lifetime
of modern HBM-based systems (e.g., GPUs) by accelerating
the rate of memory page retirements [127] beyond design-time
estimates and exacerbate system maintenance costs.

Second, a RowHammer attack could target the most-
RowHammer-vulnerable HBM2 channel to reduce the time
it spends on i) preparing for an attack, by finding exploitable
RowHammer bitflips faster (i.e., by accelerating memory tem-
plating), and ii) performing the attack, by benefitting from a
small HCf irst value (Takeaway 2). Third, an attacker could keep
the aggressor row on for longer by executing specialized access
patterns (as demonstrated by RowPress in a real DDR4-based
system [4]) to benefit from the increased BER and reduced
HCf irst when an aggressor row is kept open for longer (Take-
away 6). Fourth, the RowHammer attack must uncover and take
into account the functionality of the undocumented TRR mech-
anism in addition to the functionality of the documented TRR
mode [77] to come up with an effective access pattern that by-
passes all RowHammer defense mechanisms in an HBM2-based
system (Takeaway 7). However, the attackers can also benefit
from the undocumented TRR mechanism. Victim row refresh
operations could be used as a near aggressor row activation,
carrying over the read disturbance effects of the far aggressor
row to the victim row in a HalfDouble access pattern [47].

8.2. Read Disturbance Defenses
Takeaways 2, 3, and 8 have the following two implications

for future read disturbance defenses on HBM2 chips. First, a
defense mechanism can adapt to the heterogeneous distribution
of the RowHammer and RowPress vulnerabilities across chan-
nels and subarrays, which may allow the defense mechanism to
more efficiently prevent read disturbance bitflips (Takeaways 2
and 3). Second, HBM2 memory controller designers likely
need to implement other read disturbance defense mechanisms
(e.g., [1,3,24,31,38,44,105,128–190]) in their designs because
designers cannot rely on the undocumented TRR mechanism to
mitigate read disturbance bitflips, as it is easily bypassed with a
specialized RowHammer access pattern (Takeaway 8).

9. Related Work
We present the first detailed experimental characterization of

the read disturbance vulnerability (RowHammer and RowPress)
in modern HBM2 DRAM chips.

HBM2 RowHammer Characterization [113, 191]. A prior
work [191] experimentally characterizes the RowHammer vul-
nerability in an HBM2 DRAM chip. Another work [113] studies
the internal DRAM structure by analyzing RowHammer error
characteristics of two HBM2 chips. Our work presents a de-

tailed experimental characterization of both RowHammer and
RowPress using six HBM2 chips. In addition to analyzing the
spatial variation of read disturbance vulnerability, we analyze
the hammer counts needed to induce the first 10 bitflips in a
row. We uncover entirely the inner workings of the read distur-
bance defense mechanism in an HBM2 chip and demonstrate
RowHammer access patterns that bypass this defense mecha-
nism. Our new analyses and results lead to completely new
observations (Observations 2, 4, 7, 8, 11, 13-23) and takeaways
(Takeaway 1, 2, 5-8) that [191] and [113] do not contain.
(LP)DDR3/4 Read Disturbance Characterization [1, 4, 68–
70,107,110,111,192–196]. These works experimentally demon-
strate and analyze new aspects of the read disturbance vulnera-
bility by testing real (LP)DDR3/4 DRAM chips. They do not
experimentally analyze real HBM2 chips.

Besides demonstrating the interaction between the read dis-
turbance vulnerability of an HBM2 chip with unique HBM
characteristics for the first time, we make new observations
(Observations 10, 11, 13, 14, 15, 16) that could also shed light
on the read disturbance vulnerability behavior in (LP)DDRx
chips. For example, our observation of the RowHammer bit er-
ror rate peaking towards the middle of a subarray (Observation
10) could be widespread across many different types of DRAM
chips. § 8 highlights the importance of our new observations
in the form of several key implications for future RowHammer
attacks and defenses.
Other HBM2 Characterization [197–199]. These works char-
acterize real HBM2 chips to understand their 1) soft error
resilience characteristics by high-energy neutron beam test-
ing [199], 2) performance and reliability characteristics under
reduced supply voltage [197], and 3) data retention characteris-
tics [198].

10. Conclusion
We present the results of our detailed characterization study

on the read disturbance (RowHammer and RowPress) vulner-
ability in six modern HBM2 chips. Our study leads to 23
observations and 8 takeaways, which we believe have important
implications for future read disturbance attacks and defenses.
We uncover the inner workings of the proprietary read distur-
bance mitigation mechanism implemented in an HBM2 chip
and develop a practical access pattern that bypasses it and in-
duces read disturbance bitflips. We hope and expect that our
findings will lead to a deeper understanding of and new so-
lutions to the read disturbance vulnerabilities in HBM-based
systems.
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